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Abstract

Data mining is process of analyzing enormous sets of data and extracting meaningful information from data. Temporal data mining deals with data which has time information. In practical, the data collected may contain noisy, inconsistent data and in many cases the data may be missing. So one of the important step that need to be done in data mining is data pre-processing. Incomplete data may generate biased results and impact the accuracy of analysis. In order to rectify this it is important to predict the missing values based on other details in the dataset. The work focuses on predicting missing data using mean imputation, hotdecking and Inverse Distance Weighted Interpolation methods and compare the results of each of these methods. Machine learning methods applied to the imputed dataset will give better accuracy than that of the incomplete dataset.
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Introduction

Datasets are not complete often. There can be many reasons frequently characterized by their incompleteness. There are a number of reasons why values are missing in dataset. The reasons include ignoring values in dataset and the participants did not respond for questionnaires. Missing data is main problem while analyzing the data. Knowing the exact reason for missing data in advance is uncommon. Unavailability of full data hinders the process of decision making because it depends on complete dataset. Most decisions on business and scientific domain are based on data available during the process of such decision making. For example, decisions on business has dependency on complete information about sales and other data that are available. Simply ignoring missing data is not a good option as this may impact the result, for example, breakdown in automation systems. So it is important to do the decision making process based on completely available data.

There are different patterns of missing data as shown in Figure 1.1. The rows in this figure corresponds to observations and columns corresponds to variables. Figure 1.1(a) shows
univariate pattern where data are missing for one variable, the variable B in Figure 1.1(a). In Monotone pattern the data are not available in many variables which is shown in figure 1.1(b). In Arbitrary pattern where the data are missing randomly as shown in Figure 1.1(c).
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Missing data imputation deals with predicting missing data using various techniques. So that the dataset becomes complete and the results arrived from analysis is most accurate.

**Related Work**

There are number of methods exist for missing data imputation.

**Listwise Deletion:**

Listwise deletion is one of the simplest method to handle missing values. This is known as complete-case analysis [12]. In listwise deletion method, the software deletes the case which has missing values. Even if an attribute has less number of missing data, the entire collection will be deleted. This data reduction in listwise deletion may lead to decreased statistical power and the risk of missing important knowledge. Research community says this method of imputation is not mostly desirable. This method may be appropriate if the dataset is very large and the missing values are very minimal. So that the loss of statistical power is less. The advantage of listwise deletion method is the researcher does not need to spend time on conducting analysis on missing value imputation.

**Mean Substitution:**

In this method, the missing data of an attribute is found by calculating mean of total values of that attribute. For example, if average income of participants in analysis is $1200.50, then $1200.50 is populated in missing values for income in dataset. This method is appropriate if the dataset has minimum number of missing values. This method takes time in the beginning but it is decreased on further uses.

**Hotdecking:**
This method identifies a participant in dataset who has full data and has same characteristics as a participant who has missing values and that participant’s data is used to populate missing data. A matrix is used to find what are the attributes (for example, attributes B and C) that are most correlated to the attributes that have missing values (attribute A, for example). Then the values are sorted by one of the correlated attributes (B or C) in ascending order. From the sorted values, the values for attribute A are populated by value of preceding participant. This results in missing data are populated using value from a sample that is similar on correlated attribute. For example, the participant A who do not have income data is given value from his precedent A whose income is $1800.

Hotdecking is appropriate when the attribute which is used for sorting is correlated with attribute which has missing data. Also this method is suitable when the dataset is large so that the correlated attribute can be identified easily. The advantage of this method is the standard deviation of attribute with imputed values better estimates the standard deviation of attribute without imputation. The limitation of hotdecking method is it is hard to implement. The programming need more time.

**Regression Imputation:**

In this method, more than one predictor of attribute that has missing data are found using a matrix. The predictor attributes are chosen and treated as independent attributes in regression equation. The attribute with missing value is treated as dependent attribute. Samples with full data for predictor attributes generate regression equation. The equation is used to find missing data. In the repeated process, data of missing attribute are substituted and dependent attribute is predicted using all cases. These steps are iterated until the difference between imputed values is minimal between consequent steps. The values from final iteration are used for imputing missing data.

**Inverse Distance Weighted Interpolation:**

Inverse distance weighted interpolation implements the approach that data points that are near to others are more similar compare to the data points that are far away. To find missing value, IDW uses observed values in the prediction area. The observed values nearest to the prediction area have more influence than those are away. IDW gives larger weights to data points nearest to the prediction area, and the weights decrease as a function of distance.

Weights are inversely proportional to the distance raised to the power value p. When the distance increases, the weights decrease rapidly. The value of p determines the rate at which the weights decrease. When p = 0, the weight is same and no decrease with distance and the prediction is mean value of all values in the prediction area. When p increases, the weights decrease rapidly. Analyst uses p=1 or greater. The value 2 is used by default for p.

When distance increases, the observed values will have less relationship to the value in prediction area. The points at very large distance can be excluded to speed up the
calculation. So, it is common to specify neighborhood to limit the number of observations for calculation.

**Method**

The ozone level detection dataset is selected to study and compare result of different imputation methods. The dataset is chosen for demonstration purpose from UCI machine learning repository. The data were collected from year 1998 to 2004 at the cities Houston, Galveston and Brazoria in Texas, Unites States. The dataset has temperature and wind speed details measured at various time. The imputation methods mean imputation, hot decking and inverse distance weighted interpolation are applied to find missing values in the dataset and compared the results based on Root Mean Square Error (RMSE). RMSE is mostly used measure of differences between values estimated by model and actual observed values.

To find missing value using mean imputation method, the observed values for attribute which has missing values are taken for the current year, the mean is calculated and it is substituted on the missing value.

To find missing value using hotdekening method, the record which has complete data and has same characteristics as the record which has missing value is identified and value from that record is taken and replaced in missing value. In this dataset, the Date attribute is chosen as dependent variable. To find out missing value for a particular day, the value for the same day in another year was chosen as predicted value.

In IDW method, first the neighborhood is identified using k-nearest neighbor algorithm. Here the neighborhood is chosen as 31 days. From the data points available in the neighborhood the missing value is identified using IDW formula assuming the power = 2.

\[
P(x) = \frac{\sum_{i=1}^{n} P(i) / d(x,i)^{2k}}{\sum_{i=1}^{n} 1 / d(x,i)^{2k}}
\]

(3.1)

P(i) represents the value observed at point i

d(x,i) is the distance between the point x and the point i

n represents the total number of known nearest points for point i

k is a positive power function.

In the dataset, the value for variable WSR0 for the day 6/30/1998 is missing. Using IDW method, it is calculated as 1.76.

**Experimental Results**

The implementation of different methods of imputation is done using Java programming language. Table 4.1 shows missing values in the dataset represented by blank.
When applied, mean imputation method, the value predicted for the variable WSR0 for the date 6/30/1998 is 1.64. For the same variable and date, the hotdecking method predicted the value as 1.7. The IDW interpolation method estimated the value as 1.76 for the same variable and date. The Table 4.2 shows observed value versus estimated value using all the three imputation methods.

<table>
<thead>
<tr>
<th>Date</th>
<th>WSR0</th>
<th>WSR1</th>
<th>WSR2</th>
<th>WSR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1/1998</td>
<td>0.8</td>
<td>1.8</td>
<td>2.4</td>
<td>2</td>
</tr>
<tr>
<td>1/2/1998</td>
<td>2.8</td>
<td>3.2</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>1/3/1998</td>
<td>2.9</td>
<td>2.8</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>1/4/1998</td>
<td>4.7</td>
<td>3.8</td>
<td>3.7</td>
<td>2.9</td>
</tr>
<tr>
<td>1/5/1998</td>
<td>2.6</td>
<td>1.6</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>1/6/1998</td>
<td>3.1</td>
<td>3.5</td>
<td>3.3</td>
<td>1.6</td>
</tr>
<tr>
<td>1/7/1998</td>
<td>3.7</td>
<td>3.2</td>
<td>3.8</td>
<td>6</td>
</tr>
<tr>
<td>1/8/1998</td>
<td>2.25</td>
<td>2.9</td>
<td>3.4</td>
<td>4.7</td>
</tr>
<tr>
<td>1/9/1998</td>
<td>1</td>
<td>1.5</td>
<td>1.2</td>
<td>0.7</td>
</tr>
<tr>
<td>1/10/1998</td>
<td>0.9</td>
<td>0.6</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>1/11/1998</td>
<td>1.1</td>
<td>1.7</td>
<td>1.4</td>
<td>0.9</td>
</tr>
<tr>
<td>1/12/1998</td>
<td>3.7</td>
<td>4.2</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>1/13/1998</td>
<td>2.25</td>
<td>0.6</td>
<td>0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>1/14/1998</td>
<td>1.3</td>
<td>1.3</td>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>1/15/1998</td>
<td>4.2</td>
<td>5.1</td>
<td>5.1</td>
<td>5.5</td>
</tr>
<tr>
<td>1/16/1998</td>
<td>0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>1/17/1998</td>
<td>2.1</td>
<td>2.2</td>
<td>2.2</td>
<td>2.1</td>
</tr>
<tr>
<td>1/18/1998</td>
<td>2.25</td>
<td>2.3</td>
<td>1.3</td>
<td>1.6</td>
</tr>
<tr>
<td>1/19/1998</td>
<td>2.7</td>
<td>2</td>
<td></td>
<td>3.3</td>
</tr>
<tr>
<td>1/20/1998</td>
<td>0.3</td>
<td>0.6</td>
<td>1.1</td>
<td>1.7</td>
</tr>
<tr>
<td>1/21/1998</td>
<td>2.1</td>
<td>1.8</td>
<td>1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>1/23/1998</td>
<td>3.4</td>
<td>3.5</td>
<td>3.8</td>
<td>3.1</td>
</tr>
<tr>
<td>1/24/1998</td>
<td>2.25</td>
<td>0.7</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>1/25/1998</td>
<td>1.2</td>
<td>0.7</td>
<td>0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1
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<table>
<thead>
<tr>
<th>Method</th>
<th>Observed Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean imputation</td>
<td>2.3</td>
<td>1.64</td>
</tr>
<tr>
<td>Hotdeking</td>
<td>2.3</td>
<td>1.7</td>
</tr>
<tr>
<td>IDW interpolation</td>
<td>2.3</td>
<td>1.76</td>
</tr>
</tbody>
</table>

Table 4.2

The IDW method of estimation is compared with mean imputation and hotdeking methods. The performance of IDW method is compared with performance of mean imputation and hotdeking with respect to their corresponding RMSE values.
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The chart in Figure 4.1 shows that the RMSE is less when IDW method is used when compared to mean imputation method. The chart in Figure 4.2 below shows that the RMSE is less when IDW method is used when compared hotdeking imputation method. Thus it proves to be a better method for missing value imputation.
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Conclusion and Future Work

The work focuses on imputing missing values using different imputation methods such as mean imputation, hotdecking and inverse distance weighted interpolation. The experimental results show that the RMSE value calculated on observed value and estimated value is less in IDW method when compared to mean imputation and hotdecking methods. As a future work the data set after imputation can be further used for analysis such as prediction and its performance can be compared with the analysis results of incomplete data set to determine its accuracy.
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